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An introduction to text analytics
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Big Data 

The amount of data generated as a by-product in society is 

growing fast including data from satellites, sensors, 

transactions, social media and smartphones, just to 

name a few

ñEvery day 2.5 quintillions* of bytes are being createdéso 

much that the 90% of todayôs available data have been 

created in the last 2 yearsò  IBM, January 2012

*=1,000,000,000,000,000,000



Big Data 

Such data are often referred to as Big Data

Quite interestingly, while the information overload is not a 

recent phenomenon, the term Big Data is relatively new

It first emerged in the information technology industry in the 

midȤ1990s and made its academic debut in a 1998 

computer science paper

In the two decades that followed, it gained popularity 

rapidly 

But what do you mean by Big Data?



Big Data 

What Big Data are not

Big Data are not just a data collection with a very large-N

That is, a very large survey of citizen participation cross-

nationally is not, strictly speaking, Big Data



Big Data 

What Big Data are: 3 main attributes should be present (at 

the same time!)

The most common definitions are in fact based on the 

ñthree Vsò framework 

1. volume (the sheer size of the data set is large)

2. velocity (data are produced in or almost in real time, i.e., 

size per unit of time matters)

3. variety (data come in different types and formats and 

may be structured or, more often, unstructured)

This last property is a crucial one in terms of the challanges

it provides



Big Data 

For most people, the word ñdataò means thisé

These are structured data - data that can fit squarely into a 

table, where every row is an observation, every column a 

variable, and the cells at the intersection of rows and 

columns contain values



Big Data 

Data of this kind, however, are but a fraction of the total 

amount of data in the world

According to different estimates, 80 to 95 percent of 

existing data are unstructured data, that is, data that 

cannot fit easily snugly into rows and columns

Unstructured data may take the form of text, audio, video, 

or any other observable manifestation (usually in a digital 

format)



Big Data 

Because of the messy and eclectic nature of unstructured 

data, attempts to directly investigate them with 

conventional statistical methods would often be futile

And indeed, we use the expression Big Data and not Big 

Information, because there is a lot of work for analysts 

before information can be gained from such data

To analyze such data in a quantitative way, one needs first

of all to impose a structure upon them first

ñIn analytics there is no such thing as unstructured data, 

just data that structure has not yet been applied toò



Big Data 

Texts are probably the most common source of Big Data in 

social science

And it is precisely on them (that is on text-as-data 

approach) that we are going to focus in our course



Big Data 

Summing up

The Big Data revolution is both a blessing and a curse 

Not only is the volume of data overwhelming, but data must 

be treated properly

Finding the evidence that we need in an ocean of 

information is in other words a constant challenge



Big Data 

Having that in mindéeither we do like the ostrichéi.e., we 

can simply ignore the amount of new data currently 

available for our research!



Big Data 
Oréwe can do like Galileo with his telescope: finding new

patterns in new data, with new methods (telescope?) 

available, and, in the best scenario, developing new

theories thanks to that! After all, the telescope came 

before Galileoôs astronomical theoriesé 



Big Data 

So letôs keep this in mind! And letôs start our journey in text-

analytics!



It all began withé

It is no exaggeration to consider text as ñthe most pervasive 

- and certainly the most persistent artifact of political and 

social behaviorò

Recognizing that language is central to the study of politics 

and social science is not newé

éhowever scholars have struggled when using texts to 

make inferences about politics for example



It all began withé

Why? Volume matters! There are simply too many texts 

out there! 

Rarely scholars are able (time/resources constrain!) to 

manually read all the texts



It all began withé

Recent methods have made progress by breaking from 

traditional (human) content analysis to treat text:

ü not as an object for subjective interpretation, buté

ü éas objective data from which information about the 

author can be estimatedéi.e., treating words as data!

What do we mean by that?



It all began withé

Text is an example of what we called earlier 

ñunstructured dataò, because it is structured not for the 

purposes of serving as any form of data but rather 

structured according to the rules of language

Because ñdataò means, in its simplest form, information 

collected for use, text starts to become data when we 

record it for reference or analysis, and this process 

always involves imposing some abstraction or 

structure that exist outside the text itself



It all began withé
Absent the imposition of this structure, the text remains 

informative - we can read it and understand what it means 

- but it does not provide a form of information

That is, treating texts-as-data means: 

1. arranging texts for the purpose of analysis, using a 

structure that probably was not part of the process that 

generated the data itself

2. through that, making texts amenable to the tools of data-

analysis

This make possible what was previously impossible: the 

systematic analysis of large-scale text collections that 

facilitates substantively important inferences from them



It all began withé

The opportunities afforded by vast electronic text archives 

and algorithms for text analysis are in a real sense 

unlimited

Yet in a rush to take advantage of the opportunities, it is 

easy to overlook some important questions and to 

underappreciate the consequences of some decisions



Just as no body escapes Newtonôs laws, no technique can 

escape the following fundamental principles of text 

analysis



Four principles of Automated Text 
Analysis to keep in mind (as 

social scientists!)



1) All quantitative 
models of 

language are 
wrong ïbut 

some are useful



The first principle

Data generation process for any text is a mystery

If a sentence has complicated structure, its meaning could 

change drastically with the inclusion of new words (or 

punctuationé)



The first principle

The Sibyl

ñibis, redibis, non morieris in belloò 

vs. 

ñibis, redibis non, morieris in belloò 



The first principle

The complexity of language implies that all methods 

necessarily fail to provide an accurate account of 

the data-generating process used to produce 

texts

That all automated methods are based on incorrect 

models of language therefore implies that the 

models should be evaluated based on their ability 

to perform some useful social scientific task 



2) Quantitative 
methods amplify 

humans, not 
replace them



The second principle

The complexity of language implies that automated 

content analysis methods will never replace careful and 

close reading of texts

Rather, such methods are best thought of as amplifying 

careful reading and thoughtful analysis

Researchers still guide the process, make modeling 

decisions, and interpret the output of the models



«The best technology is human-

empowered and computer-assisted» 

(Gary King, Harvard University) 
(G. King, Harvard University)



3) There is no a 
best method for 
automated text 

analysis



The third principle

Different datasets and different research questions often 

lead to different quantities of interest. This is particularly 

true with text models!

We should simply acknowledging that there are different 

research questions and designs that imply different 

types of models 

As a result, every research question and every text-as-data 

enterprise is unique. Analysts should do their own 

testing to determine how the decisions they are making 

affect the substance of their conclusions, and be mindful 

and transparent at all stages in the process



4) Validate, 
validate, validate



The fourth principle

As told, the complexity of language implies that 

automated content methods are incorrect models of 

language

This means that the performance of any one method on a 

new data set cannot be guaranteed, and therefore 

validation is essential when applying automated content 

methods

We will discuss about validation a lot

What should be avoided, then, is the blind use of any 

method without a validation step

For analysts using text as data, there are decisions at every 

turn, and even the ones we assume are benign may 

have meaningful downstream consequences!!!



Letôsstart our journeyé

So how to prepare a text for the analysis?



Our Course Map



The First Step: the preparation

Two stages:

1. Defining the corpus and the unit of analysis, and then

acquiring the texts

2. Preprocessing stage: defining and refining textual

features (i.e., words) as well as converting them into a 

quantative matrix



Define the corpus

Jargon: we refer to text or document as the unit of 

analysis (it could apply to any unit of text: a tweet, a 

Facebook status, press briefing, sentence, paragraph) 

We refer to the population of texts to be analyzed as the 

corpus and a collection of these as corpora



Define the corpus

A year of articles about the economy from The New York 

Times, for instance, could form a corpus for analysis, 

where the unit (text or document) of analysis is an article

A set of debates during (one of the many) votes on Brexit in 

the UK House of Commons could form another corpus, 

where the unit of analysis is a speech act (one 

intervention by a speaker on the floor of parliament)



Acquire the texts

The burst of interest in automated content methods is 

mainly due to the proliferation of easy-to-obtain digital 

texts 

Some of these texts are already available (for example, 

legislative speeches), others should be recollected by 

you, by scraping or via API query

Later on we will discuss how to retrieve data from social 

media (i.e., Twitter, but you can easily employ API to 

retrieve data also from YouTube & TikTok for example)



Acquire the texts

As a researcher, when you acquire your corpus you need 

to ensure that the texts under examination are related to 

the research question you are interest about and 

have theoretical consistency

For example, imagine that you want to retrieve your corpus 

from Twitter by using a list of keywords



Acquire the texts

In this case you want to generate a list of keywords 

expected to distinguish between tweets relevant to the 

topic you are interest about (say, Donald Trump) 

compared to irrelevant tweets

It is however critical that the analyst pay attention to 

selecting keywords that are both relevant to the 

population of interest (given the topic you care about) 

and representative of the population of interest (i.e., not 

being too narrow and selecting only the tweets pro or 

against Donald Trump via a biased list of keywords)



Acquire the texts

In other words, in our attempt to acquire our corpus, we 

want to include in the corpus all relevant texts (i.e., 

minimize false negatives) and exclude any irrelevant 

texts (i.e., minimize false positives) 



Convert the texts

The step of converting the texts into a common electronic 

format is a purely technical one, involving no research 

design decisions, but it can nonetheless poses one of 

the stickiest problems in text analysis (pdf as imageé)



Preprocessing stage

But thenéhow to move from words to number? That is:

ü how a text can be transformed into digital data so that 

an algorithm can then treat it?



Preprocessing stage
Introducing some termsé

Words as they occur in a text are commonly known as tokens, 

so that the text ñone two one twoò contains four tokens

Tokenization is the process of splitting a text into its 

constituent tokens

Tokenization usually happens by recognizing the delimiters 

between words, which in most languages takes the form of a 

space

In more technical language, inter-word delimiters are known as 

whitespace, and include additional machine characters 

such as newlines, tabs, and space variants



Preprocessing stage

However in some major languages, such as Chinese and 

Japanese, sentences are only distinguished by commas 

and periods, and words are put in sequence without 

spaces in between. And so?

Tokenizing these languages requires a set of rules to 

recognize word boundaries, usually from a listing of 

common word endings



│⁸ ╩ ⇔≡⁸ ∆╢ ─ ⌐
≈⅝⁸ ⌐∕─ ╩√∞↕╪≤∆╢╙─
≢№╡╕∆⁹

Ź after tokenization

│⁸ ╩ ⇔≡⁸ ∆╢ ─
⌐≈⅝⁸ ⌐∕─ ╩√∞↕

╪≤∆╢╙─≢№╡╕∆⁹

47

Preprocessing stage



Preprocessing stage
To introduce another term, word types refer to uniquely 

occurring words

So that the text ñone two one twoò contains four tokens, but 

only two word types, ñoneò and ñtwoò



Preprocessing stage

For a token/type to become a feature of textual data (our 

basic unit of analysis), it typically undergoes a process of 

selection and transformation in a step often called ñpre-

processingò 

Why do we need such process? Cause language is 

complex! But not all of languageôs complexity is necessary 

to effectively analyze texts (REMEMBER?)

We should retain information (i.e., tokens) that will be used 

by the automated methods, while discarding information 

(i.e., tokens) that will likely be unhelpful, ancillary, or too 

complex for use in a statistical model



Preprocessing stage

Text pre-processing can be divided into two broad 

categoriesðnoise removal & normalization



Preprocessing stage

1. Noise removal: Data components that are redundant to 

the core text analytics can be considered as noise

Such as?!?



The First Step: the preparation

Stopwords! They include the large number of prepositions, 

pronouns, conjunctions etc. in sentences such as the, is, 

at, which, and on in English that occur in the greatest 

frequency in natural language texts 

These words can be considered unlikely to contribute useful 

information for analysis, adding little specific political 

meaning to the text

Howeveré



The First Step: the preparation
éthe pronoun ñherò, as Monroe, Quinn and Colaresi

(2008) found, has a decidedly partisan orientation in 

debates on abortion in the U.S. Senate

For this reason, when preparing textual data for analysis, 

always check the impact on your final results of dropping 

stopwords



The First Step: the preparation

We also typically discard: 

ü Punctuation

ü Capitalization: we apply lower-casing, which treats 

words as equivalent regardless of how they were 

capitalised

ü We can also decide to eliminate words through the use 

of predefined lists of words to be ignored (for 

example: tags, URLs, etc.) or based on their relative 

infrequency (words that appear only once or twice in 

the corpus are unlikely to be discriminating)



The First Step: the preparation

2. Normalization: Handling multiple occurrences / 

representations of the same word is called 

normalization

There are two types of normalization: stemming and 

lemmatization



The First Step: the preparation

Stemming normalizes text by reducing words to their stems, 

which is a cruder algorithmic means of equating a word 

with its canonical (dictionary) form, i.e., stemming treats 

words as equivalent when they differ only in their 

inflected forms

For example, the different words taxes, tax, taxation, taxing, 

taxed, and taxable are all converted to their word stem 

ñtaxò



The First Step: the preparation

By doing that, stemming reduce the total number of tokens in 

the data set

Stemming

Childhood
Girls


